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LSGC overview

Federation of Virtual Organizations (~500 users)
biomed (~20 countries): bioinformatics, medical imaging, drug discovery
lsgrid (NL): bioinformatics
medigrid (DE): German biomedical and LS community
pneumogrid (DE): chronic obstructive pulmonary disease 
vlemed (NL): Bioinformatics and Medical Imaging

Supporting grid initiatives
Official: Dutch, French, Italian, Spanish-Portuguese (Ibergrid) and Swiss
+ numerous resource providers (see on http://wiki.healthgrid.org/LSVRC:Index)

Organization
Open community of grid users (not a project)
Hosted by the HealthGrid association

Timeline
2004-2010: active life-science cluster in EGEE projects
June 2010: open workshop at the HealthGrid conference
Summer 2010: agreed on a statement of goals and missions
June 2011: MoU signed with European Grid Initiative

http://wiki.healthgrid.org/LSVRC:Index
http://wiki.healthgrid.org/LSVRC:Index
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LSGC: objectives

Represent life-science grid users
Negotiate resources
Promote requirements

Coordinate actions 
Serve as a contact point for new users
Share expertise, resources, data and tools; avoid replication of efforts

Provide technical services
Operate and support common VOs and services
Provide targeted user support and application porting

Training and induction
Organize community-specific training events
Smooth the learning curve, lower the start-up cost

Dissemination
Transfer knowledge among VRC partners
Advertise actions

http://wiki.healthgrid.org/LSVRC:Index
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Life sciences in EGI

Consumed CPU time, 12/2010 – 11/2011
Total: 1717 x 106 hours

2.24%0.91%0.03%0.09%

92.60%

0.16%1.53%2.44%

Astrophysics

Comput. 
chemistry
Earth 
Sciences
Fusion

High-Energy 
Physics
Infrastructure

Life Sciences

Others

Source: http://accounting.egi.eu
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Virtual Research Community

What is a VRC?
Community of researchers with common technological interests
Technical implementation: group of VOs

Why being a VRC?
Technical support from EGI through helpdesk
Send requirements to middleware development

Recommendations to be a VRC
Have supporting resources, i.e., supporting NGIs
Involve significant VOs, i.e., represent users

VRCs (or VRC candidates) so far
Astronomy and astrophysics, computational chemistry, earth 

sciences, e-Humanities, hydro-meteorology, life sciences, 
WeNMR, WLCG (High-Energy Physics)

http://wiki.healthgrid.org/LSVRC:Index
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Used software and services

Authentication and 
security

Hydra file encryption
Myproxy servers
Robot certificate services

VO management and 
operations

VO admin dashboard
VOMS
Monitoring services
Application database

Pilot-job systems
DIANE, DIRAC, ToPoS

Workflow engines
GWES
MOTEUR
P-Grade

File management
LFC + LCG utils
VBrowser and vlet API
iRODS

User and application 
support

GGUS
WS-GRASS, GASUC

http://wiki.healthgrid.org/LSVRC:Index
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VO?

Users (~500)
Authenticated by Distinguished Name (X509 certificates)
Authorized in VOMS
Robots (a.k.a portals)

Supporting resources (EGI VOs only)
Computing elements

biomed: 255

lsgrid: 37

vlemed: 37 

Meta schedulers (WMS)
biomed: 37

lsgrid: 4

vlemed: 4

Source: BDII (cclcgtopbdii02.in2p3.fr)

Storage elements (disk)
biomed: 122 (3.3 PB)

lsgrid: 21 (270 TB)

vlemed: 21 (280 TB)

File catalogs
biomed: 1

lsgrid: 1

vlemed: 1

http://wiki.healthgrid.org/LSVRC:Index
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Grid Activity (CPU) – do we need these resources?

CPU time consumed by life-science VOs on EGI

Source: http://accounting.egi.eu

http://wiki.healthgrid.org/LSVRC:Index
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Grid Activity (CPU) – is it significant?

CPU time consumed by life-science VOs on EGI

Source: http://accounting.egi.eu

≈ 1484-node cluster, 100% used

http://wiki.healthgrid.org/LSVRC:Index
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Grid Activity (jobs) – do we need more resources?

biomed

LHCb

Source:

http://gstat-prod.cern.ch

http://wiki.healthgrid.org/LSVRC:Index
http://gstat-prod.cern.ch/
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Do we need more resources? or to use them 
better...

User has quit!

Jobs

Time (s)

http://wiki.healthgrid.org/LSVRC:Index
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Grid Activity (data) - biomed

Overall: we don't need more...

Local: we may need more... or better distribute

What about data cleanup? best effort, a.k.a. inexistent 

Jobs fail

Source:

http://gstat-prod.cern.ch

http://wiki.healthgrid.org/LSVRC:Index
http://gstat-prod.cern.ch/


vlemed applications

Medical Imaging
Functional MRI

DTI data analysis for disease markers

Bone removal in CTA scans 

Image registration

Next Generation Sequencing
Proteomics

Mass spectrometry data analysis pipeline

Metabolomics? 

Default



vlemed “e-bioinfra gateway”

http://orange.ebioscience.amc.nl/ebioinfragate/



vlemed e-BioInfra architecture
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Applications in MediGRID-DE

NeuroImaging
„Standard“ tools like FSL, Freesurfer, SPM

Clinical image processing and surgery support
Urology, radiology, liver surgery, cardiology, pneumology

Biosignal processing
Sleep medicine and research

Bioinformatics
Gene prediction
SNP selection

http://wiki.healthgrid.org/LSVRC:Index
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MediGRID-DE: common Tools
Gridportal

webbased access

application specific portlets

access via domain-specific portals 

Gridworkflows
application interoperability 

abstraction from underlying Grid 
infrastructure 

http://wiki.healthgrid.org/LSVRC:Index
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MediGRID-DE: common tools
Security enhancements

Role-based access control

GSI-enabled medical data transfer

Userfriendly credential management

Generic data protection concept 

De-identification components

Selection of gridnodes depending on 
security level

Audit-trails 

http://wiki.healthgrid.org/LSVRC:Index
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biomed
Distribution of biomed users in 2010

International catch-all VO for life sciences

Users
280 users from ~20 different countries
Two SMEs (non commercial activities)
Application fields: Bioinformatics, Drug discovery, Medical Imaging

Resources
No formal agreement with sites
Benefit from EGI-sites agreements

Tools used to access the infrastructure
Heterogeneous tooling (portals, workflow engines, pilot-job 

systems): DIANE, DIRAC, WISDOM, OpenMole, Moteur, etc
No central job submission control point

http://wiki.healthgrid.org/LSVRC:Index
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biomed: applications

Bioinformatics
Protein clustering (CD-HIT)
Network for flu observation (g-INFO)

Drug discovery
Protein docking (MRPD)
Docking on Malaria (WISDOM)

Medical imaging
Simulators (ultrasound, MRI, PET, 
CT, radiotherapy)

Image filtering

+ unknowns!

Source: http://appdb.egi.eu

http://wiki.healthgrid.org/LSVRC:Index
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biomed: virtual imaging platform

CPU = 2 months

Prostate radiotherapy treatment plan with GATE
[L. Grevillot, D. Sarrut, 2011]

Parasternal short-axis echocardiography simulation
using FIELD-II [O. Bernard, 2011]

CPU = 8 hours

Application repository

Examples

http://vip.creatis.insa-lyon.fr

http://wiki.healthgrid.org/LSVRC:Index
http://vip.creatis.insa-lyon.fr/
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• jModelTest / ProtTest3
– likelihood scores to establish the BEST-FIT model of DNA/protein 

evolution (88/120 models)
– widely employed (25.000/5.000 active users)
– Reference: http://darwin.uvigo.es/

• Codes developed by Prof. David Posada (U. Vigo)
– HPC & Grid versions developed by U. Vigo, U. Coruña and 

CIEMAT

• Both of them based on PhyML
• Grid versions making use of GridWay & DRMAA

– EGI & GISELA applications
– Reference: http://www.ciemat.es/portal.do?IDR=1481&TR=C

Phylogeny

(contact: Rafael Mayo)

http://wiki.healthgrid.org/LSVRC:Index
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Technical teams: goals

Monitor resources supporting the VO
Proxies can be generated, files are accessible, jobs can be run
Check issues and report to sites & NGIs

Be a technical interface between sites and users
React to site & NGI requests to users
e.g. “user x was banned to to jobs consuming 10GB of RAM”
Help users finding solutions

Handle operational issues
Full storage
Storage decommissioning

Investigate technical issues
e.g. “how comes that information system reports wrong figures?”
Improve support efficiency, QoS

http://wiki.healthgrid.org/LSVRC:Index
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Technical teams: organization

Participants
10 organisations
9 teams, 14 people
Volunteer effort of most active VO users

Support organized in shifts
1 week shift for one-member team
2 weeks shift for 2+-members teams
Phone conference at each beginning of shift

Wiki: http://wiki.healthgrid.org/Biomed-Shifts:Index
Minutes of meetings
Daily tasks and procedures
Operation tools

http://wiki.healthgrid.org/LSVRC:Index
http://wiki.healthgrid.org/Biomed-Shifts:Index
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Tools

VO dashboard
Centralizes monitoring and operational tools

Specific tools
File management tools (LFCBrowseSE)
List DNs, files migration
Report generator for SE

Nagios: monitoring probe results and downtimes
Provided by EGI 
Tests for Storage Elements, Computing Elements, Workload 

Management Systems
Issues of transient alarms: when should they be reported?

https://vodashboard.lip.pt

GOCDB

http://wiki.healthgrid.org/LSVRC:Index
https://vodashboard.lip.pt/
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Incident reporting

Global Grid User Support (GGUS)
Submit incidents to sites, react to VO incidents
“Team” tickets, shared by shifters

http://wiki.healthgrid.org/LSVRC:Index


 

http://wiki.healthgrid.org/LSVRC:Index

Ticketing activity

Identification and follow-up of issues (~1 ticket a day)
SEs (81 tickets in 2011)
CEs (31 tickets, started 07/2011)
VOMS, LFC, Nagios… (13 tickets in 2011)

Follow up of tickets from NGIs or users
“VO Support” tickets (18 tickets in 2011)
VO users management

=> Significant effort (~1 FTE)

=> Most incident reports could be automated

http://wiki.healthgrid.org/LSVRC:Index
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Decommissioned storage

Problem detection
Lucky day: get information from broadcast emails
Otherwise: when the SE is decommissioned 

Problem resolution
Open a GGUS team ticket including the expected 

decommissioning date
Ask the site admin to forbid lcg-cr writes from now on 
while (decommissioning deadline is not passed)

Ask list of LFNs/DNs having SURLs on SE

Notify the concerned users 
end while
Send decommissioning green light to SE.

Long-term fixes
Improve decommissioning notifications
Data migration service

http://wiki.healthgrid.org/LSVRC:Index
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Full storage
Tested functionality

lcg-cr does not produce “No space left on disk” message
Critical issue when jobs write on site's default SEs

Problem detection
Same as before (i.e. once the problem happens...)

Problem resolution
Open team ticket ; assign it to VOSupport
Check the consistency of lcg-infosites w.r.t available space
Ask list of LFNs/DNs having SURLs on SE to the LFC admin
Ask the users to move or delete their data
Send reminders every week until at least 50% (or at least 500 

Go for big SEs) of the SE space for biomed is free

Long-term fixes
Raise alarms when x% of the SE is full
Provide data migration service (can crash LFC)

http://wiki.healthgrid.org/LSVRC:Index
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Data management issues 

Storage space management
Data cleanup is manual
Data distribution is manual

Scalability
Workload management on data servers
Management of many small files

Administration tools (see operations)
File migration
Storage decommissioning

Replica access control
Consistency among sites and catalog

File update
Currently, update = delete + write

http://wiki.healthgrid.org/LSVRC:Index
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Data management: replica selection
Example: file transfer from 

List replicas

Transfer file

Consequence... and/or people implement their own solution

[glatard@kingkong ~]$ lcg­lr lfn:/grid/biomed/creatis/tristan/hello.txt
srm://ccsrm.ihep.ac.cn/dpm/ihep.ac.cn/home/biomed/generated/2011­11­08/file849bd
srm://ccsrm02.in2p3.fr/pnfs/in2p3.fr/data/biomed//generated/2011­11­08/file78e8601

[glatard@kingkong ~]$ lcg­cp ­v lfn:/grid/biomed/creatis/tristan/hello.txt file:hello.txt
[...]
Trying SURL srm://ccsrm.ihep.ac.cn/dpm/ihep.ac.cn/home/biomed/generated/2011­11­08/file84...
[...]
Transfer took 5230 ms

[glatard@kingkong ~]$ lcg­lr lfn:/grid/biomed/creatis/tristan/hello.txt
srm://ccsrm.ihep.ac.cn/dpm/ihep.ac.cn/home/biomed/generated/2011­11­08/file849bd
srm://ccsrm02.in2p3.fr/pnfs/in2p3.fr/data/biomed//generated/2011­11­08/file78e8601

[glatard@kingkong ~]$ lcg­lr lfn:/grid/biomed/creatis/tristan/hello.txt
srm://ccsrm.ihep.ac.cn/dpm/ihep.ac.cn/home/biomed/generated/2011­11­08/file849bd...
srm://ccsrm02.in2p3.fr/pnfs/in2p3.fr/data/biomed//generated/2011­11­08/file78e8601...

http://wiki.healthgrid.org/LSVRC:Index
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Job management: pilot jobs

Principle: pull VS push
Empty jobs are submitted
Fetch tasks from worker nodes 

Advantages
Faulty pilots are removed
Fast resources are privileged
Latency reduction

Pilots (DIANE)
gLite

No difference

pilots better exploit
fast resources

pilots reach 
100% success

Time (s)

http://wiki.healthgrid.org/LSVRC:Index
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Job management: parallel jobs (MPI)

Tested 32-core MPI “Hello, world!” in biomed
Sites supporting MPI: 30
Reliability: 20 jobs were successful
Average queuing time: 90 minutes [49 seconds – 5 hours]

Reproduced in production

Possible solutions
Report errors to sites, use mpi start wrapper (OK)
Investigate scheduling of MPI jobs
MPI support in pilot-job systems (e.g. DIRAC)

http://wiki.healthgrid.org/LSVRC:Index
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LSGC: feedback on the VRC model

VOs are intensively used on a daily basis

Many (small) local VOs increase technical burden
Services are hardly shared
Scaling up to larger VOs is not trivial

Mutualize operations, infrastructure effort
International VO
Volunteer teams of shifters, from most active users

Structure, organization
Lightweight, open structure
Main beneficiaries are natural contributors

Volunteer funding leads to sustainability

http://wiki.healthgrid.org/LSVRC:Index
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LSGC: community challenges
Develop domain-specific activities

Current effort mostly aims at technical issues
Support application services, databases, etc
Foster scientific collaborations in / across VOs

Liaise with scattered user communities
Collect requirements, issues, publications, usage scenarios
Low response rate... except when technical issues occur

Few dedicated resources
Foster contribution of (even small) local clusters 
Clouds? desktop grids? non-gLite VOs?

Ensure sustainability of the VRC model
No formal agreements with (manpower, resource) providers 

yet

http://wiki.healthgrid.org/LSVRC:Index
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LSGC: the next day

Grid mostly used for computing (+temp storage)
Application “challenges” or portal services
=> application sharing?
=> data sharing?
=> scientific collaborations?

Infrastructure is mostly EGI, gLite
=> non EGI VOs?
=> local resources, fine-grained access?
=> cloud resources?

VO operations mostly aimed at technical issues
... but shift teams balance load

http://wiki.healthgrid.org/LSVRC:Index
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What's in it for you, life scientists?

Established VOs
Discuss technical issues with other VOs
Submit requirements to EGI
Advertise your services ; use others'

New communities
Join existing VOs
Use existing, monitored resources
Get information on related applications and porting efforts
Get application porting support

=> Open policy to resource access, support and development

http://wiki.healthgrid.org/LSVRC:Index
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What's in it for you, computer 
scientists?

Practical assumptions still hardly studied
Non-clairvoyant job scheduling (applications, resources)
Online job scheduling
Semi-automatic file placement and replication

Assistance for issue reporting
Transient alarms
Diagnosis methods and tools

Evaluation and validation
In production conditions
At a large scale

=> LSGC will provide logs, describe issues, give feedback

http://wiki.healthgrid.org/LSVRC:Index
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Thank you!

Contact & more information
Wiki page: http://wiki.healthgrid.org/LSVRC:Index
Mailing list: lsvrc@healthgrid.org

Credits
vlemed: Silvia D. Olabarriaga
MediGRID-DE: Dagmar Krefting
Tools and support: EGI.eu
Resource providers 

http://wiki.healthgrid.org/LSVRC:Index
http://wiki.healthgrid.org/LSVRC:Index
mailto:lsvrc@healthgrid.org
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